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This paper reports on a new experimental method based on initial state radiation (ISR), which,17

exploiting the information inside the radiative tail of the elastic e-p peak, offers the possibility18

for precise measurement of the proton charge form factor (Gp
E) at extremely small Q2. The ISR19

technique was validated in a dedicated experiment with the spectrometers of the A1-Collaboration20

at the Mainz Microtron (MAMI) and provided first measurements of the Gp
E at 0.001 (GeV/c)2 ≤21

Q2 ≤ 0.004 (GeV/c)2.22

PACS numbers: 12.20.-m, 25.30.Bf, 41.60.-m23

INTRODUCTION24

The proton’s radius has been determined by various25

electron scattering experiments [1–3] and atomic Lamb26

shift measurements [4–8]. Both approaches gave consis-27

tent results. Their average [9], however, does not agree28

with the findings of very precise Lamb shift measure-29

ments in muonic hydrogen [10, 11], which is 7.9σ away30

from the previously accepted value. This discrepancy31

cannot be explained within the existing physics theo-32

ries, nor could it be interpreted as an experimental error.33

To provide further insight into the matter several new34

spectroscopic and scattering experiments are underway,35

which aim to investigate different aspects of the prob-36

lem [12, 13].37

In a scattering experiment the charge radius of the pro-38

ton is typically determined indirectly by measuring the39

cross-section for elastic scattering of electrons off hydro-40

gen, which depends on GpE and carries information about41

the charge distribution in the proton. The proton charge42

radius is defined as:43

r2e ≡ −
h̄2

6

dGpE
dQ2

∣∣∣∣
Q2=0

, (1)44

where Q2 represents the square of the four-momentum45

transferred to the proton. Due to limited reach of avail-46

able data sets (Q2 > 0.004 GeV2/c2) the radius cannot47

be calculated directly, but needs to be extracted from48

the initial slope of a model fitted to the measurements.49

Although the existing data have enough resolving power50

to precisely determine the slope of the form-factor, past51

experiments were all missing precise enough information52

on the absolute scale of the data, needed to constrain the53

model at Q2 = 0. In their analyses the global normaliza-54

tion factor was treated as a free parameter and was deter-55

mined by extrapolating the measurements to Q2 → 0 and56

matching the theoretical limit GpE(Q2 = 0) = 1. Conse-57

quently, their results on the proton charge radius depend58

strongly on the employed model and details of the ex-59

trapolation. To abolish such ambiguities, measurements60

ofGpE need to be extended toQ2 <∼ 10−3 (GeV/c)2, where61

the form-factor is practically one, thus can be exploited62

as an effective normalization point.63

Unfortunately efforts to do such measurement with the64

standard approaches are limited by the minimal Q2 ac-65

cessible by the utilized experimental apparatus, which66

is bound by the minimal possible energy of the electron67

beam and the smallest possible scattering angle. Here we68

present a new experimental approach, that avoids these69

kinematic limitations, extends the currently accessible70

Q2 range and allows for cross-section measurement be-71

low 0.004 (GeV/c)2 with a sub-percent precision. The72

technique, called initial state radiation technique (ISR)73

exploits information stored inside the radiative tail of the74

elastic peak and was inspired by a similar concept used in75

the particle physics to measure e+e− cross sections into76

hadrons over a wide range of center-of-mass energies in77

a single experiment [14, 15].78
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INITIAL STATE RADIATION TECHNIQUE79
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FIG. 1. Feynman diagrams for inelastic scattering of elec-81

tron off a proton, where the electron and proton emit real82

photons before or after the interaction. Diagrams where elec-83

trons emit a photon are known as Bethe-Heitler (BH) dia-84

grams, while those where protons emit real photons are called85

Born diagrams. The Q2 represents the square of the four-86

momentum transferred to the hadron. The Q2
In is the mo-87

mentum fixed by the beam energy and the scattering angle,88

while the Q2
Out ≤ Q2

In corresponds to value measured with89

the detector. For the (BH-i) Q2 = Q2
Out, and for the (BH-f)90

Q2 = Q2
In.91

The radiative tail of an elastic peak is dominated by92

contributions of two Bethe-Heitler diagrams [16] shown93

in Figure 1: the initial state radiation (BH i) where the94

incident electron emits a real photon before interacting95

with the proton, and the final state radiation (BH f),96

where the real photon is emitted only after the interac-97

tion with the nucleon. For these processes two charac-98

teristic squares of four-momenta can be defined:99

Q2
In =

4E2
0 sin2 θe′

2

1 + E0

2M sin2 θe′
2

, Q2
Out =

4E′2 sin2 θe′
2

1− E′

2M sin2 θe′
2

.100

Q2
In represent the value set by the chosen kinematics for101

elastic scattering (E0, θ′e), while Q2
Out corresponds to the102

value measured by the detectors. E0 and E′ are the en-103

ergies of the incoming and scattered electron, M is the104

mass of the proton, and θe′ is the scattering angle of the105

detected electron. While in the limit of elastic H(e, e′)p106

scattering Q2
In = Q2

Out and correspond to the momentum107

Q2 transfered to the proton, in H(e, e′)γp reactions they108

no longer agree. In the initial state radiation diagram109

the emitted photon carries away part of the incident elec-110

tron’s four-momentum and opens the possibility to probe111

the proton’s electromagnetic structure atQ2 = Q2
Out that112

is smaller than the Q2
In. On the other hand, in the final113

state radiation diagram momentum transfer at the ver-114

tex remains fixed (Q2 = Q2
In), and only the detected115

Q2
Out ≤ Q2 changes.116

In an inclusive experiment only Q2
Out can be measured,117

which means that looking only at data, initial state ra-118

diation processes cannot be distinguished from the final119

state radiation. Hence, the measured radiative tail repre-120

sents approximately a 40/60 mixture of terms with form-121

factors at Q2 = Q2
In known by elastic measurements and122

unknown form-factors at Q2 = Q2
Out. There are also123

Born terms (Born-i and Born-f), where the initial and fi-124

nal proton emit real photons, and higher order vertex and125

radiative corrections that also contribute to the radiative126

tail. The basic concept of the ISR approach is to isolate127

the interesting (BH-i) process from other contributions128

to the radiative tail and by this way reach information129

on form-factors at yet unmeasured Q2. To accomplish130

this the measurements need to be studied in conjunction131

with a Monte-Carlo simulation that encompasses a com-132

prehensive description of all Feynman diagrams relevant133

to the radiative tail.134

DESCRIPTION OF RADIATIVE TAIL135

To realistically mimic the radiative tail the peaking ap-136

proximation models devised from the corrections to the137

elastic cross-section [16] are insufficient. For an adequate138

description far away from the elastic line (Q2
Out � Q2

In),139

it is crucial to consider diagrams to the α4-order. To140

achieve this goal, a Monte-Carlo simulation is used, which141

employs a sophisticated event generator, that exactly cal-142

culates amplitudes [16] for the leading, α3-order diagrams143

( Figure 1) and includes GpE as a free, tunable parameter.144

The next order vacuum polarization diagrams (with elec-145

trons inside the lepton loop) are exactly calculable and146

can be added as an multiplicative factor to the cross-147

section. The virtual corrections to the Bethe-Heitler di-148

agrams (self energy corrections and various vertex cor-149

rections) require integration of the loop diagrams and150

are computationally too intensive to be added directly to151

the simulation. Instead they are considered as effective152

corrections to the cross-section using prescription of [16],153

together with the real second-order correction (emission154

of two real photons) which is approximated with the cor-155

rections to the elastic cross-section [16, 17]. The correc-156

tions on the hadronic side are also considered in the elas-157

tic limit by using the calculations of [17] and contribute158

only up to 0.5 % to the cross-section at the lowest energy159

settings. In the simulation, the proton is always on-shell.160

The effects related to the internal structure of the pro-161

ton, described with the general polarisabilities [18] and162

known from the VCS experiments [19], were at given Q2
163

determined to be tiny and could be neglected. Beside the164

internal corrections, the simulation includes also exter-165

nal radiative corrections [20], considers collisional losses166

of particles on their way from the vertex point to the167

detectors, and implements the precise acceptances of the168

spectrometers.169

To determine the form-factor that reproduces the mea-170

sured radiative tail, the simulation needs to be performed171

for different values of GpE to find such that fits simulation172

best to the data. The contribution of GpM to the cross-173

section is at Q2 ≤ 10−2 GeV2/c2 smaller than 0.5 % and174

can therefore be approximated with the standard dipole175
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approximation and considered only as a correction to the176

cross-section.177

EXPERIMENT178

To validate the feasibility of the ISR approach, a de-179

tailed measurement of the radiative tail has been per-180

formed at Mainz Microtron (MAMI) in 2013 using the181

spectrometer setup of the A1-Collaboration [21]. In the182

experiment a rastered electron beam with energies of183

195 MeV, 330 MeV and 495 MeV was used in combination184

with a hydrogen target, which consisted of a thin 5 cm185

long cigar shaped Havar cell filled with liquid hydrogen186

(LH2), inserted into the evacuated scattering chamber.187

For cross-section measurements a single dipole magnetic188

spectrometer B with the energy acceptance of ±7.5 % was189

employed. It was positioned at a fixed angle of 15.21◦,190

while its energy settings were being adjusted to scan the191

complete radiative tail for each energy setting. The cen-192

tral energy of each setting was measured with the NMR193

probe with a relative accuracy of 8×10−5. For detection194

of particles spectrometer utilized a detector package con-195

sisting of two layers of vertical-drift-chambers for track-196

ing, two layers of scintillation detectors for triggering and197

a threshold Cerenkov detector for particle-identification.198

Kinematic settings of the experiment were chosen such199

that the radiative tails of all three settings overlap. In200

total, 42 different setups were devised, resulting in three201

weeks of data taking.202

The beam current between 10 nA and 1µA was203

limited by the maximum rate allowed in the VDCs204

(≈ 1 kHz/wire), resulting in raw rates up to 20 kHz.205

The current was determined by non-invasive fuxgate-206

magnetometer and from the collected charge of the207

stopped beam. Unfortunately at low beam currents and208

low beam energies the accuracy of both approaches is209

≥ 2 %, which is insufficient for a precision cross-section210

measurement. Hence spectrometer A positioned at a211

fixed setting was employed for precise monitoring of the212

beam luminosity.213

In spite of the good vacuum conditions inside the scat-214

tering chamber (10−6 mbar), the experiment was sen-215

sitive to traces of cryogenic depositions on the target216

walls, consisting mostly of residual nitrogen and oxygen217

present in the scattering chamber [22]. Since the de-218

posed layer affected the measured spectra, the kinematic219

settings for spectrometer A were chosen such, that the220

nitrogen/oxygen elastic lines were always visible next to221

the hydrogen spectrum, and served as a precise monitor222

of the thickness of the cryogenic depositions.223

The data were collected with 800 Hz and with a live-224

time of ≈ 50 %. Each collected data sample contains ≈225

2 M evens and consists of measurements of the radiative226

tail for a chosen E′ range collected with spectrometer227

B and a corresponding reference (luminosity) spectrum228

from spectrometer A.229

DATA ANALYSIS230

The measurements at highest two beam energy settings231

enclose data at Q2, where GpE is known from previous ex-232

periments and were used for validation of ISR technique.233

The measurements with beam energy of 195 MeV were234

made to investigate GpE at yet unmeasured Q2.235

Before comparing the data to the simulation, the mea-236

sured spectra had to be corrected for the inefficiencies237

of the detection system. The efficiencies of the Scintil-238

lation detector and Cherenkov detector were determined239

to be 99.8 ± 0.2 % and 99.74 ± 0.02 %, respectively, and240

were considered as multiplicative correction factors to241

the measured distributions. The quality of the agree-242

ment between the data and simulation depends also on243

the momentum and spatial resolutions of the spectrom-244

eter. They were determined from dedicated calibrations245

data-sets. The obtained relative momentum, angular and246

vertex resolutions (FWHM) were 1.7 × 10−4, 3 msr and247

1.6 mm, respectively.248

A series of cuts was applied to the data in order to min-249

imize the background. First, a cut on the Cherenkov sig-250

nal was applied to identify electrons, followed by a cut on251

the nominal momentum acceptance of the spectrometer.252

To minimize the contributions of events coming from the253

target walls and cryogenic depositions, a strict, ±10 mm254

cut on the vertex position was applied. Due to the finite255

vertex resolution some of the background events remain256

in the cut sample. Their contributions to the spectra was257

estimated by using a dedicated simulation, normalized to258

the size of the nitrogen/oxygen elastic line, and corrected259

for the changes in the thickness of the depositions using260

data of Spectrometer A.261

The most challenging background were events coming262

from the frame of the entrance window of spectrometer263

B. When measuring far away from the elastic peak, the264

elastically scattered electrons, which a priori cannot enter265

the acceptance, undergo secondary processes in the metal266

parts of the entrance flunge and re-scatter back into the267

acceptance of the spectrometer. At high E′ these contri-268

butions are negligible, but at low E′, where the cross sec-269

tion for the Bethe-Heitler processes becomes comparable270

to the probability for double scattering processes, these271

secondary reactions begin to contribute substantially to272

the detected number of events. At high beam-energy273

settings, the background can be successfully removed via274

strict vertex cuts. However, at the lowest energy set-275

tings, a substantial part remained inside the data and276

limited our efforts in measuring the proton charge form-277

factor. Since this background could not be adequately278

subtracted or simulated, the data below E′ < 128 MeV279

were omitted from the present analysis, thus limited the280

reach of the experiment to Q2 ≥ 1.3 · 10−3 GeV2/c2.281
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The cleaned samples of events for individual kinematic282

setting were corrected for the dead-time and prescale fac-283

tors, weighted with the relative luminosity determined284

with spectrometer A and then merged together to form285

a single spectrum , that could be compared to the simula-286

tion (see Fig. 2) ran with the spline parameterization [1]287

of the GpE form-factor (currently best). For each beam-288

energy settings a golden datum was selected which served289

as a reference for the relative normalization of luminosity290

for other data sets. Hence, for each beam-energy one free291

parameter (absolute normalization) remained unknown,292

which was then determined by normalizing the ratio be-293

tween the data and simulation to one.294
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FIG. 2. Comparison of the data to the simulation. (top)296

Circles (squares, triangles) show the measured distributions297

for the 495 MeV (330 MeV, 195 MeV) setting, normalized to298

0.1 mC. The elastic peak is followed by a long radiative299

tail. The simulation performed with form-factor parameteri-300

zation of [1] is shown with a blue line. The measurements at301

495 MeV, 330 MeV, 195 MeV were divided into eight (0 − 7),302

eleven (8 − 18) and six (19 − 24) energy ranges, respectively,303

such that two neighboring settings overlap for 1/2 of the en-304

ergy acceptance. The residual contributions of target walls305

and cryogenic depositions are shown with dashed fields. The306

full fields represent the effects of the pion production pro-307

cesses. (bottom) Relative difference between the data and308

simulation. The points show the mean values for each kine-309

matic point, while the error bars on the points denote the310

statistical uncertainty of the mean value. Gray bands demon-311

strate the systematical uncertainties. (Colors on-line)312

In the bins far away from the elastic peak, one also313

needs to consider H(e, e′)nπ+ and H(e, e′)pπ0 reactions,314

which contribute up to 10 % of all events. These processes315

were considered in terms of the MAID model [23] and316

were added to the full simulation before comparing it to317

the data. The final level of agreement between the data318

and simulation is shown on the Fig. 2 (bottom).319

SYSTEMATIC UNCERTAINTIES320

An advantage of the ISR technique is an extremely321

good control over the systematic uncertainties. With the322

fixed angular settings and overlapping momentum ranges323

all ambiguities related to the acceptances disappear. Fur-324

thermore, with spectrometer A one directly measures the325

luminosity, thus avoiding potential problems with fluctu-326

ations in beam current and target density, leading to a327

relative luminosity determination with an accuracy bet-328

ter than 0.17 %. Other sources of systematic uncertainty329

are: the ambiguity in the determination of detector effi-330

ciencies of 0.2 %; the inconclusiveness of the background331

simulation at lowest momenta, which is smaller than332

0.24 %; the contribution of the higher order corrections333

to the simulation, which are not included in the simula-334

tion, is 0.36 %. The bins including pion production events335

are subjected to another 0.5 %, due to uncertainties of336

the MAID model near the threshold. This contribution,337

which appears to be the leading source of the systematic338

uncertainty, is significant only for the 495 MeV setting.339

For the measurements at 195 MeV and 330 MeV is the340

contribution of pion production processes ≤ 2 % and the341

corresponding systematic uncertainty ≤ 0.1 %.342

RESULTS AND OUTLOOK343

For the two highest energy settings Fig. 2 exhibits344

a better than a percent agreement between the data345

and simulation in the region, that extends more than346

200 MeV from the elastic line. Assuming correct descrip-347

tion of the form-factors this demonstrates for the first348

time that electro-magnetic processes which give rise to349

the radiative tail are understood to a few per-mil level.350

This is crucial for the interpretation of experiments which351

results strongly depend on the quality of radiative cor-352

rections [27]. Substituting the existing parameterization353

of GpE with an open parameter model, independent val-354

ues for the proton-charge form-factor in the region of355

0.001 (GeV/c)2 ≤ Q2 ≤ 0.017 (GeV/c)2 could be de-356

termined. The new values shown in Fig. 3 are in good357

agreement with results of previous measurements [1, 24–358

26]. This proves the principle of initial state radiation as359

a viable method for precise investigation of the electro-360

magnetic structure of the nucleon at extremely small Q2
361

and motivates further experiments of this kind. Finally,362

the extracted values for GpE were fitted with two param-363

eter dipole function G(Q2) = n/(1 + Q2/a)2, resulting364

in a = (0.657 ± 0.033) GeV2/c2 and n = 1.002 ± 0.001.365

Using this result in Eq. 1, a proton charge radius of366
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)−2 as a function of Q2. Empty black points
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factor parameterization by [1]. Results of this experiment
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re = (0.843 ± 0.021stat. ± 0.004sys.) fm was calculated.367

Due to the sheared E′ reach of the experiment is the ob-368

tained value is inferior to best radius measurement [3],369

but supports the hypothesis of a smaller radius.370
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T. W. Hänsch, Phys. Rev. Lett. 72, 328 (1994).389

[8] T. Udem, A. Huber, B. Gross, J. Reichert, M. Prevedelli,390
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